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Abstract

We present new preconditioning strategy for thin 3D $p$-version elements used to model plate and shell structures as well as the microstructure of composite materials. The strategy is incorporated in an adaptive preconditioner suitable for large real-world problems. The method is shown to perform well for several real-world problems, including a model of the skin of an aircraft with over 1.6 million degrees of freedom, and a highly accurate model of a 28 ply laminated fiber plate.

1. Introduction

The use of hierarchical high-order finite elements, known as the $p$-version finite element method, has numerous advantages: readily available refinement by simply adding new shape functions, simplified local a posteriori error estimation, avoidance of locking, and fast convergence to the exact solution, cf. the recent monograph by Szabo and Babuška [34]. Consequently, $p$-version is a major step towards the goal of fully automated structural analysis which would avoid the major problem of state-of-the-art finite element analysis, namely the need for human expert judgement to use the right elements and to fiddle with the mesh to obtain correct results, especially in the case of complicated shell problems. Instead, the $p$-version makes it possible to model plates and shells by thin 3D elements and thus to avoid the numerous pitfalls associated with the usual 2D models. Locking is avoided by the use of sufficiently high degree in the lateral direction of the polynomials approximating the transversal displacement. Polynomials linear or quadratic in the transversal direction are generally sufficient. A $p$-version package with automatic $p$-refinement based on a posteriori error estimates should create such models automatically. Structures previously very difficult to analyze accurately such as shells of variable thickness, junctures, and layers of thin elements in composite materials now can be treated in a completely automated way, with no parameters to be set and no modeling expertise required of the user.

So powerful and versatile a method is, however, not cheap. A major part of the computational cost is the solution of the system of linear equations with the stiffness matrix. For the same number of degrees of freedom, the $p$-version has much higher accuracy but also many more non-zero entries in the stiffness matrix. While the advantages of iterative solvers are now well established and almost all major finite element vendors offer iterative solvers based on conjugate gradients with standard preconditioners such as Jacobi and Incomplete Choleski, preconditioning of systems of equations arising from high-order thin elements encounters particular difficulties. The method presented in this paper is the first practical iterative method for thin 3D elements. Our algorithms choose adaptively between a number of
strategies, including new methods for thin elements, presented here, as well as earlier preconditioning methods of the author [17–19, 21, 22].

Our goal is to solve linear algebraic systems of equations arising from finite element discretizations produced by existing software. Then, the solver must take the algebraic system as is and take advantage of the special character of the problem only indirectly. Therefore, we use only information in the stiffness matrix and as little extra information as possible, which limits the choice of available algorithms.

The preconditioners proposed in this article are based on the abstract additive Schwarz method, which is essentially a generalization of the block Jacobi method to allow for overlapping of the blocks. It is easily seen that the preconditioned operator depends only on the selection of the subspaces associated with the blocks rather than on the particular basis vectors within the subspaces. Consequently, all our algorithms are invariant to the selection of specific finite element shape functions, which makes it easy to deliver the same performance for linear algebraic systems of equations coming from different finite element packages. The algorithms are implemented to require only the stiffness matrix and limited information about shape functions, such as their polynomial degree and an identification of their position on the element.

Additive Schwarz methods have been extensively studied in the domain decomposition literature and many methods can be formulated and analyzed in the additive Schwarz framework (cf. Dryja, Smith and Widlund [7, 8, 33]). A very useful iterative method for p-version elements based on the Schwarz method was proposed by Pavarino [28]; we have used a generalization of this method as our strategy for layers of thin elements. For a recent review of related methods, see Xu [36].

For interpretation of a related preconditioner in terms of special shape functions, see Babuška et al. [3]. For theory in the 2D case, see Babuška et al. [2]. The preconditioner and analysis from [2] were recently extended to a domain decomposition for the hp-version by Oden et al. [27]. Preconditioners for thin elements in 2D were studied by Mandel and Lett [23, 25], Widlund and Pavarino [30] have proposed and derived theoretical results for other preconditioners for the p-version. The design of their preconditioner, however, is more complicated and their computations require additional information about the shape functions. For example, to construct vertex functions with almost minimal $L^2$ norm, needed in [30], one needs either the mass matrix of specific information about the shape functions.

Iterative methods for the $p$-version that use fast matrix–vector multiplication were developed at IBM by Morris et al. [26], and by Foresti et al. [9, 10]. Those methods require many hundreds of iterations and must therefore run in-core. In comparison, the advantage of our approach is that the preconditioner is judiciously chosen to give a small number of more expensive iterations. This makes out-of-core iterative solvers for very large problems practical.

Multigrid methods have proved to be extremely efficient iterative methods for systems arising from discretizations of elliptic partial differential equations [12, 24]. The present method is different in important aspects from multigrid methods, although the main idea is the same: a global but small auxiliary problem is constructed to provide resolution of global interactions while local computations resolve short range interactions. Multigrid methods have been applied to spectral methods and related spectral element methods by Rønquist and Patera [32], using spaces of polynomials of various degrees in place of the mesh hierarchy. Mitchell [25] uses a mesh hierarchy with high-order elements.

2. Preconditioner description

The linear elasticity problem is to find the small displacement field of a solid body under a load and with given boundary conditions. After discretization by the finite element method, one obtains the system of linear equations

$$Au = f$$

for the vector of coefficients $u$ of the displacements. The matrix $A$ is the stiffness matrix and it is symmetric and positive definite if the boundary conditions exclude rigid body motions, which will be assumed.
The method of choice is then the preconditioned conjugate gradients method [11, 13]. In each step, this method invokes the evaluation of the matrix–vector products \( Ax \) and \( Br \), where \( B \) is another symmetric, positive definite operator, called \textit{preconditioner}. It is well known that the number of steps to achieve a given precision in the energy norm \( \|x\|_{\lambda} = Vx^T Ax \) is at most proportional to \( \sqrt{\kappa} \), where \( \kappa \) is the condition number

\[
\kappa = \kappa(B, A) = \lambda_{\text{max}}(BA)/\lambda_{\text{min}}(BA)
\]

where \( \lambda_{\text{min}} \) and \( \lambda_{\text{max}} \) denote the least and the largest eigenvalue, respectively. In practice, the number of iterations is often much lower because of gaps in the spectrum of \( BA \), but this luck disappears as the spectrum fills the interval \([\lambda_{\text{min}}(BA), \lambda_{\text{max}}(BA)]\) with increasing size of the problem and with better preconditioning that decreases the condition number \( \kappa \).

The task of designing an efficient preconditioned conjugate gradients methods is thus one of finding a preconditioner \( B \) such that \( \kappa \) is small and the action of \( B \) is inexpensive to evaluate.

### 2.1. General form of preconditioner

We build an efficient preconditioner by the abstract additive Schwarz method [4, 7]. Let \( V \) be the finite element space, which we identify with the space of degrees of freedom, so that the stiffness matrix \( A \) is understood to be a linear mapping \( A : V \to V \). Let \( V_0, \ldots, V_m \) be subspaces of the space \( V \) such that

\[
V = V_0 + \cdots + V_m.
\]  

(2)

The action of the preconditioner \( B \) is defined by solving the problem on each subspace in a variational sense and adding the results to compute \( u = Br \):

\[
u_i \in V_i : \quad v_i^T Au_i = v_i^T r, \quad \forall v_i \in V_i, \quad i = 0, \ldots, m,
\]

(3)

\[
u = \sum_{i=0}^{m} u_i.
\]

(4)

The method is implemented using a linear operator \( M : V_0 \times \cdots \times V_m \to V \), leading to the representation

\[
Br = MD^{-1}M^T r.
\]

(5)

The operator \( M \) corresponds to the summation (4), including a possible change of basis, since, in general, the subspaces \( V_i \) are not spanned by subsets of the basis of \( V \). The matrix \( D \) is the block diagonal of \( M^TAM \) corresponding to the decomposition (2), and the action of \( D^{-1} \) represents the simultaneous solution of the subproblems (3) on the spaces \( V_i \). The operator \( M \) is not stored as a matrix but rather in a factorized form as a recording of the multipliers in the change of basis followed by assembly.

A specific preconditioning strategy now consists of the selection of the subspaces \( V_i \).

Numerous other preconditioning methods are of the present form, with the matrix \( D \) possibly replaced by an approximation that is cheaper to invert and with various selections of the spaces \( V_i \), see the discussion and references in [8, 16, 33].

### 2.2. Principles of strategy selection

The key observation for the selection of the strategy is the P.L. Lions Lemma [15], cf. [4, 7] for the present form and proof.

**Lemma 2.1.** If there is a constant \( c_0 \) such that every \( v \in V \) has a decomposition satisfying

\[
v = \sum_{i=0}^{m} v_i, \quad v_i \in V_i, \quad \sum_{i=0}^{m} \|v_i\|_{\lambda}^2 \leq c_0 \|v\|_{\lambda}^2,
\]

(6)

then \( \lambda_{\text{min}}(BA) \geq 1/c_0 \).
The maximal eigenvalue is easily bounded as the maximum number of the spaces \( V_i \) that have a non-trivial intersection \([4, 35]\):

\[
\lambda_{\text{max}}(BA) \leq \max_{i=1, \ldots, m} \{ |\{ V_j : V_j \cap V_i \neq \{0\} \}| \}.
\]

(7)

In other words, the condition number bound depends on the boundedness in energy of the decomposition (2) and on the connectivity of the overlaps of the spaces \( V_i \).

We select the space \( V_0 \subset V \) as a coarse space, which is spanned by at least all linear shape functions. The problem (3) with \( i = 0 \) is then a lower-order discretization of the same elasticity problem as (1). We have shown in [22] that the condition number \( \kappa \) can be bounded independently of the number of elements only in terms of local quantities computable on each element and from the constant in Korn’s inequality.

The spaces \( V_i, i > 0 \), are chosen as local spaces which are spanned by sets of modified shape functions with support in small subregions of the domain. In this case, the subproblem (3) corresponds to the Dirichlet problem for the subregion, discretized by the modified shape functions.

The spaces \( V_i \) are selected adaptively element by element based on various a priori numerical indicators and a posteriori estimators of the condition number of the preconditioned problem. The element level strategies are then merged to form a global strategy. The selection algorithms are designed so that in particular cases of practical interest, the spaces \( V_i \) are selected according to one of the basic strategies described in Section 2.3 below. The basic strategies are known to work well for the case of quasiform meshes and asymptotically optimal theoretical bounds on the energy of the decomposition can be either proved or at least justified by plausible heuristic arguments. If the selection algorithms are unable to find a suitable basic strategy for an element, a mixed strategy which combines the approaches of several basic strategies will be chosen. The basic tool for creating mixed strategies is merging the spaces \( V_i \) selected by a basic strategy to form fewer new larger spaces \( V_i \). If the heuristic algorithms fail to find an acceptable element preconditioning strategy, the solver will give up on the element and all degrees of freedom of the element will be included in the coarse space \( V_0 \). This will hopefully happen only very rarely and it indicates the need to build a new basic strategy for that type of element. In the extreme case, if the solver gives up on a large proportion of elements, it will switch over to a direct method.

2.3. Basic preconditioning strategies

Our principal assumption is that the shape functions on an element can be naturally identified as vertex, edge, face and interior functions. That is, a vertex function is non-zero at the vertex and zero on all faces that are not adjacent to the vertex. An edge function is given by its values on an edge and it is zero on all faces of the element that are not adjacent to the edge. A face function is determined by its values on a given face and it is zero on all other faces. Interior function is given by its values in the interior of the element and it is zero on the element boundary. We also need to assume that the shape functions are hierarchical, that is, the set of shape functions for \( p + 1 \) is obtained by adding new shape functions to the functions for \( p \). From this follows the existence of linear vertex functions and quadratic edge and face functions.

Many of the strategies below use vertex, edge and face spaces, which consist of all corresponding vertex, edge or face functions, respectively. These are spaces of global shape functions, glued between neighboring elements as is usual in the conforming finite element method. So, for example, there is a space of edge functions for each edge in the finite element mesh.

For preconditioning purposes, the vertex, edge and face functions are modified by so-called partial orthogonalization, which we have introduced in [17]. Let \( a(\cdot, \cdot) \) be the energy inner product. Partial orthogonalization of a shape function \( \phi \) with respect to a collection of shape functions \( \psi_i \) is defined as replacing the shape function \( \phi \) by the function

\[
\tilde{\phi} = \phi + \sum_i c_i \psi_i.
\]

(8)
where the multipliers $\psi_i$ are determined from the orthogonality condition $a(\bar{\phi}, \psi_i) = 0$ for all $\psi_i$, or, equivalently, from the condition that the energy $a(\bar{\phi}, \bar{\phi}) = 0$ is minimal among all functions of the form (8). Partial orthogonalization corresponds to the transformation of the global stiffness matrix by $A \leftarrow X A X^T$ for a transformation matrix $X$; see [17, 22] for details.

A particular important case is partial orthogonalization of all vertex, edge and face functions with respect to all interior functions, which is easily seen to be equivalent to static condensation of the element interiors. This will be done in all strategies below even if it may not be mentioned explicitly.

2.3.1. 2D partial orthogonalization with linear coarse

The coarse space consists of all $P_1$ functions present in the element. There are no vertex spaces, and edge spaces consist of functions energy orthogonal to interior functions.

This method was proposed by Babuška et al. [2], who have proved the estimate $\kappa \leq C(1 + \log^2 p)$ in the case of triangle and tensor product rectangle. This method is an analogue of a substructuring method of Bramble et al. [5] for the $h$-version, with each element corresponding to a subdomain.

The theory from [2] did not use the additive Schwarz framework. We restate the proof in this framework using the technical inequalities proved in [2], which will serve as reference for following heuristic arguments. To construct the decomposition (6) for a given $v$, note the equivalence of the energy norms $\| \cdot \|_A$ and the Sobolev norm $\| \cdot \|_{H^1(K)}$ from Poincaré inequality (in case of scalar problems), and from Korn's inequality (for elasticity). Define $v_0 = I_h v$ by interpolation using the linear vertex functions. From the discrete Sobolev inequality

$$\| u \|_{L^2(K)} \leq C(1 + \log p) \left( \| u \|_{H^1(K)}^2 + \frac{1}{h^2} \| u \|_{L^2(K)}^2 \right),$$

(9)

for all $u$ piecewise polynomial of degree at most $p$ on element $K$ with diameter $h$,

$$\| v_0 \|_{H^1(K)} \leq C(1 + \log p) \left( \| v \|_{H^1(K)}^2 + \frac{1}{h^2} \| v \|_{L^2(K)}^2 \right),$$

(10)

and using the fact that $v - v_0$ as well as $\| v \|_{H^1(K)}$ are invariant to adding a constant to $v$,

$$\| v - v_0 \|_{L^2(K)} \leq C(1 + \log p) \| v \|_{H^1(K)}.$$

The function $v - v_0$ is zero on all vertices; then, for every element $K$, the function $u_E$ which coincides with $v - v_0$ on edge $E$ of the element $K$ and is zero on the rest of $\partial K$, satisfies the estimate in the trace norms,

$$\| u_E \|_{H^{1/2}(\partial K)} \leq C(1 + \log p) \| v - v_0 \|_{L^2(\partial K)} + C(1 + \log p) \| v - v_0 \|_{H^{1/2}(\partial K)}.$$

Using the discrete Sobolev inequality (9), the polynomial extension theorem

$$\inf_{u \in K, u \in P_p} \| u \|_{H^1(K)} \leq C \| u \|_{H^{1/2}(K)}, \quad \forall u \in P_p(\partial K),$$

(11)

and the standard trace theorem

$$\| u \|_{H^{1/2}(K)} \leq C \| u \|_{H^1(K)}$$

(12)

one obtains for the extension $v_i$ with minimal energy of the edge functions $u_E$, into the interiors of the elements that

$$\sum_{E, \text{edge}} \| v_i \|_{H^1(K)} \leq C(1 + \log^2 p) \| u \|_{H^{1/2}(K)}^2.$$

Adding the interpolation estimate (10) and noting that the spaces of interior functions for each element are energy orthogonal to each other as well as to all edge spaces, we obtain for each element $K$, that

$$\sum_i \| v_i \|_{H^1(K)}^2 \leq C(1 + \log^2 p) \| v \|_{H^1(K)}^2.$$
Adding these inequalities over all elements gives the inequality needed in Lions' lemma, with 
\[ c_0 = C(1 + \log^2 p). \]
It should be noted that the argument goes through only for the case of triangles or tensor product
quadrilaterals where the extension theorem (11) is known. This theorem is not known for the important
case of the reduced element (also called serendipity element).

2.3.2. **3D partial orthogonalization with linear coarse**

Here, the coarse space consists of all linear functions present in the element; there is a vertex space
for each vertex consisting of the vertex shape functions orthogonalized to all functions on adjacent
dges, faces and interiors; edge spaces of functions orthogonalized to the adjacent faces and the
interiors; and face spaces orthogonalized to the interior functions. This method was proposed by the
author in [22]. It results in a smaller coarse problem than the quadratic coarse strategy (see Section
2.3.3) and it often has similar convergence properties.

The addition of vertex spaces is required by the fact that in 3D, the discrete Sobolev inequality (9) no
longer holds; indeed, the logarithmic term in (9) has to be replaced by \( C p^2 \) [30]. In the absence of
vertex spaces, there is no other choice than to define the coarse component \( v_0 \) by linear interpolation,
resulting in a bound on the condition number of the same order. Such fast growth of the condition
number with \( p \) in the absence of vertex spaces is indeed observed numerically [22].

Using the technical inequalities developed by Pavarino and Widlund [30] (to analyze a different
method), one can prove the bound \( \kappa \leq C(1 + \log^2 p) \) for the case of tensor product elements similarly as
in Section 2.3.1.

This method is related to a special case (with 1D vertex spaces) of the substructuring method of Smith
[33], analyzed by Dryja and Widlund [8].

2.3.3. **2D partial orthogonalization with quadratic coarse**

The coarse space consists of all quadratic functions present in the element. For every edge, the edge
space consists of all functions on the edge except the quadratic, modified by partial orthogonalization to
the interior functions. This method is useful only in the rather special cases where the other cheaper
strategies do not work well enough and the quadratic coarse functions help capture the rigid body
motions.

2.3.4. **3D partial orthogonalization with quadratic coarse**

The coarse space consists of all quadratic functions present in the element. For each edge or face, the
core functions are further modified by partial orthogonalization to all remaining functions on the edge
or face. For each edge, there is the edge space consisting of all edge functions of degree higher than
quadratic, modified by partial orthogonalization to the adjacent face functions and to the interior. For
each face, the face space consists of the shape functions of degree higher than quadratic, orthogonalized
to the interior functions.

This was the method first proposed by the author for the 3D case [17]. The use of quadratic coarse
space is motivated by the fact that since the discrete Sobolev inequality (9) fails in 3D, a linear
interpolant \( v_0 \) would have unacceptably high energy. Since the spaces \( V_i \) form a direct sum, each
component \( v_0 \) is determined by \( v \) uniquely. It is then expected and confirmed by observed low condition
numbers for \( p \leq 8 \) that the energy of the quadratic component \( v_0 \) is reasonable.

2.3.5. **Overlap**

In this strategy, there is one space for each vertex, consisting of all functions associated with the
vertex as well as all adjacent edges and faces (in 3D). The coarse space consists of linear functions. This
is essentially the method of Pavarino [28, 29], which includes in the vertex spaces also all functions in
the adjacent interiors. The elimination of the interiors up front saves us considerable computational
expense and results in a mathematically equivalent method. Pavarino has proved that because of the
generous overlap, (6) holds with \( c_0 \) independent of \( p \), so \( \kappa \leq C \). This strategy has been observed to be
quite robust but it is very expensive. It is easy to see that preconditioning system is quite large since, in
general, every edge and face function belongs to several subspaces \( V_i \).
2.3.6. Dimensional reduction of thin elements

The classical approach to plates and shells relies on neglecting the deformation through the thickness and approximating the shear by a low-order polynomial [31]. The displacement and stiffness are then represented in terms of a 2D model. We use a similar approach to find a preconditioner for thin elements in a single layer.

The motivation of dimensional reduction is given by the following asymptotical expansion due to Ciarlet [6]. Consider the domain \( \Omega = \bar{\theta} \times [-\epsilon, +\epsilon] \), \( \bar{\theta} \subset \mathbb{R}^2 \). After the scaling \((\bar{x}_1, \bar{x}_2, \bar{x}_3) \mapsto (x_1, x_2, \epsilon x_3)\), and a corresponding scaling of the displacements, the quadratic form in the strain energy becomes

\[
\int_{\tilde{\Omega}} (\lambda \varepsilon_{\alpha \beta} e_{\alpha \beta} + 2\mu e_{\alpha \alpha} e_{\alpha \alpha}) \, dx + \frac{1}{\epsilon} \int_{\theta} (2\lambda \varepsilon_{\alpha \beta} e_{\gamma \beta} + 4\mu e_{\alpha \beta} e_{\alpha \beta}) \, dx + \frac{1}{\epsilon^2} \int_{\theta} (\lambda + 2\mu) e_{\gamma \beta} e_{\gamma \beta} \, dx
\] (13)

where the summation is over the set \( \{1, 2\} \), \( \Omega = \bar{\theta} \times [-1, 1] \), \( \lambda, \mu \) are Lamé coefficients, \( \epsilon \) is the thickness of the plate, and \( e_{ij} = \frac{1}{2}(\partial u_i/\partial x_j + \partial u_j/\partial x_i) \) are the components of the scaled linear strain tensor.

By considering functions that are constant in \( x_3 \), it becomes clear that if the decomposition \( V = V_0 + \cdots + V_m \) is such that a function \( u \in V \) is split into components where some components are zero on the lower surface \( \bar{\theta} \times \{-\epsilon\} \) and some zero on the upper surface \( \bar{\theta} \times \{+\epsilon\} \), the constant \( c_0 \) in (6) will grow at least as \( \epsilon^{-4} \) for \( \epsilon \to 0 \) because of the last term in (13). Consequently, the decomposition must not decouple the problem in the \( x_3 \) direction. This can be achieved by considering the using nodes opposite each other on the upper and lower surface to be one supernode, containing only the edge between the nodes. Similarly, a lower and upper edge and the face between them form a supernode, and the upper and lower face and the interior of an element are also considered one supernode.

Our algorithms recognize a thin element in a single layer automatically and preprocess such element by merging the vertices, edges, and faces on top and bottom surfaces as described above. The element is then further treated as a 2D entity applying the next strategy.

2.3.7. 2D partial orthogonalization with vertex spaces

In this strategy, there is a vertex space for each vertex consisting of functions orthogonalized to all adjacent edges and interiors. The edge spaces for each edge are orthogonalized to adjacent interiors. This is the strategy used for thin elements after dimensional reduction (Section 2.3.6).

Note that for 2D elements, the difference between the overlapping strategy (Section 2.3.5) and the 2D partial orthogonalization with vertex spaces is essentially that the latter decouples adjacent edges. In the overlapping strategy, the functions on adjacent edges are contained in a common subspace. So, the partial orthogonalization method is computationally less expensive than the overlapping strategy but the condition numbers are higher. The coarse space is chosen as follows.

2.3.8. Quadratic and anisotropic coarse for thin elements

From the asymptotic expansion of the energy of the thin element (13), it follows that a kink in the transversal displacement field has energy proportional to \( 1/\epsilon^2 \), since it introduces shear. To assure a continuous derivative of the coarse component \( v_0 \) in (6), the coarse space should contain at least cubic functions on the element edges; however, in practice, we have found the quadratic coarse space satisfactory.

For large problems, like modeling of the whole aircraft, the quadratic coarse space results in too big a coarse problem. The key to further improvement is to realize that what we really need in the coarse space are only functions that describe the transversal component of the deformation at the midplane. The orientation of the thin element is determined automatically and such coarse functions are chosen as linear combinations of the quadratic and cubic shape functions with the coefficients computed based on the local stiffness matrix data.

2.3.9. Overlap chains

The dimensional reduction strategy (Section 2.3.6) fails when the thin elements occur in more than one layer. Fortunately, the overlapping strategy from Section 2.3.5 can be used here. For each vertex in
the thin element, define the space spanned by all vertex functions and all adjacent edge and face functions. Then merge these spaces for every pair of vertices that are across the thickness.

Similarly as in Section 2.3.6, merging the upper and lower vertex spaces will again prevent the decomposition of a function constant through the thickness into two components that would have energy of the order \(1/\varepsilon^2\). For a detailed related argument for 2D thin elements and scalar problems, cf. Mandel and Lett [23].

Since every vertex belongs to several elements, merging the vertex spaces results in larger spaces associated with chains of vertices through the thickness of the elements. Because of this 1D topology, the linear system associated with the solution of the local problem (3) in such space is banded. This strategy is in fact less expensive than the original overlapping strategy, since the overlapping systems along the chains were replaced by one banded system, so it is advantageous to merge the vertex spaces in 1D chains even if this is not necessary because of the energy considerations above.

3. Numerical results

This section contains the results of tests on several difficult problems. In all cases, the stopping criterion was that the estimated relative error in energy norm, the relative maximum residual, and the relative Euclidean residual norm are all less than \(10^{-4}\).

Our first test problem was the skin of an aircraft (Fig. 1, Table 1). This model was created in STRIPE.

![Aircraft skin](image)

**Fig. 1. Aircraft skin.**

<table>
<thead>
<tr>
<th>(p)</th>
<th>NDOP</th>
<th>Stiffness</th>
<th>Direct</th>
<th>Iterative solver</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Disk</td>
<td>CPU</td>
<td>Disk</td>
</tr>
<tr>
<td>6</td>
<td>793599</td>
<td>1893</td>
<td>(1.54)</td>
<td>(27498)</td>
</tr>
<tr>
<td>8</td>
<td>1628547</td>
<td>6322</td>
<td>(2.32)</td>
<td>(81630)</td>
</tr>
</tbody>
</table>

Disk space in MB, time in hours IBM RS/6000 550 128 MB RAM.
Direct solver estimate by STRIPE (skyline).
Stiffness matrix–vector multiplication by STRIPE.
and it consists of a single layer of thin hexa elements. One difficulty of this model for a preconditioner is the large proportion of skewed elements. The stiffness matrix was not stored; rather, fast quadrature in STRIPE was used to compute the matrix–vector products.

The second test problem (Table 2) demonstrates the performance of our solver on a realistic model of a laminated plate with a circular opening. This model was created in STRIPE and the results used by Anderson [1] for highly accurate computation of delamination stresses. The finite element mesh is highly graded in the radial and vertical directions (ratio about 1:6) when approaching the singularities at the edges of the material interface and the opening. The fiber plies themselves are modeled as anisotropic material. The directions of the fibers vary between the plies. The stiffness matrix was stored on a disk as a collection of local stiffness matrices.

The third test problem (Table 3) demonstrates the performance on a large problem solved on CRAY C-90. We have used 4 processors of the C-90 to utilize efficiently the time when the process is in memory, reduced the amount of memory to 16 Mw data area to increase the scheduling priority of the job, and linked the code with the CRI FFIO library to obtain disk striping and an intelligent 8 Mw cache for the sustained data transfer rate of about 35 MB/s. In our experience, this is the best strategy for short wall clock times in a multiuser environment. The parallelism used was on loop level and in BLAS routines. The average number of CPUs executing concurrently was 2.1 in numerically intensive parts of the code and 1.4 overall. It should be noted that parallel efficiency could only be measured from a run on a dedicated machine, since in a multiuser environment, the number of CPUs actually available to the job is not known. The model was a lap joint discretized by hexa elements in STRIPE. The aspect ratios of the elements were reasonable but about half of the elements were curved. The stiffness matrix was stored on a disk as a collection of local stiffness matrices.

The last model was created in MECHANICA to investigate performance for a problem with thin wedge elements and variable p (Fig. 2, Table 4). The model consists of layers of very thin elements, obtained by adding a third dimension to a 2D mesh of quadrilaterals and triangles. Shape functions of highest polynomial degrees are concentrated only in some areas of the model. The stiffness matrix–vector multiplication was done in MECHANICA, with the local stiffness matrices stored in a database and cached in memory.

<table>
<thead>
<tr>
<th>Table 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Laminated plate with a circular hole, 4886 elements</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>p</th>
<th>NDof</th>
<th>Stiffness</th>
<th>Iterative solver</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MB</td>
<td>Iter</td>
<td>Disk MB</td>
</tr>
<tr>
<td>6</td>
<td>223872</td>
<td>710.8</td>
<td>72</td>
</tr>
</tbody>
</table>

Uniform p. Highly graded mesh, composite fiber material with 28 plies. CRAY-VMP, one processor.

<table>
<thead>
<tr>
<th>Table 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lap joint, 3504 elements</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>p</th>
<th>NDof</th>
<th>Stiffness</th>
<th>Iterative solver</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MB</td>
<td>Iter</td>
<td>Disk MB</td>
</tr>
<tr>
<td>6</td>
<td>590052</td>
<td>1330</td>
<td>41</td>
</tr>
</tbody>
</table>

CPU time total of 4 processors of CRAY-C90, multiuser batch mode, 40 Mw partition.
I/O with disk striping and intelligent cache by CRI FFIO library.
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